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Natural Language Interfaces (NLIs)

Turn on the light in

living room before
sunset!

V Can you make an
appointment to refill the
medicine?

How does COVID-19
spread among people?

...when they cough, sneeze,
speak, sing or breathe heavily.
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Natural Language Interfaces (NLIs) in History

Person: Pick up a big red block.
Computer: OK.
Person: Grasp the pyramid.

Computer: | don't understand which pyramid you mean.

ELIZA (1966) SHRDLU (1971)

| 1 |
LUNAR  CHAT-80 | CHILL | Seq2Seqw ' SQlLova
’ (1972) (1982) 1 (1996) iAttention (2016) | (2019)
<> | | | | :
e . LT T I . T T N
PLANE ASK | PCCG DCS 1 WwikiSQL Spider 1 RatSQL
NLI to Database (NLIDB) (1978)  (1983) | (2005) (2011) | (2017) (2018) | (2019)
| Leamning | Neural net | Contextual embedding

started started (e.g., BERT) started 3
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Large Language Models (LLMs)  tutperchmets Bt ] o St

Evaluation Queue for the & Open LLM Leaderboard

These models will be automatically evaluated on the & cluster.

Finished Evaluations (5402)

/_3 TS G GShard 5000+ LLMs!

& Running Evaluation Queue <13l)"| .
2019 ~ o o ) ttps://huggingface.co/spaces/
~2020— a1 Yowr, PANGU- @ Ernie3.0 B HuggingFaceH4/
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N G AN~ o G
To 0 9-10 — «J LaMDA .
. — mspur Yuan 1.0 @ i
Anthropic A\ HyperCLOVANAVER \ @ AlphaCode () Pythia
WebGPT@ /”"\2 @cmnchma Vicuna = InternLM  f|j Baichuan2
Ernie 3.0 Titan 0;.?0 InstructGPT @ 20‘22 ~ N RWKV %’% PanGu-X w MPT #2. QWEN
Gopher@ CodeGen _ 13 9 UuL2 @ Sparrow G Bard Jli Baichuan E FLM
~ [ '
cLam (5 ~ MTNLG OPT 00 \ G PIM G FanTS o0 prava G PLMZ o acuie
RS N YaLM (e -
CodeGeeX ™ GPT-NeoX-20B [Q) 4_6/ O O Flan-PalM 7 CodeGen2 I giywork
sLoom ) LM () Tkenstruct Ai2 \7 o I\C Luminous pod StarCoder ... XVERSE
mT0 . C g ) 0Q NLLB
8 AlexaTM a Cohere § / ~— o — i Fallcon )a Grok-1
BLOOMZ 2023 ~—
WeLM 14— |
Galatica 0Q e

5-8 e
I | 9-11 =
OPTIML 00 chatcrr @ P4 @ 00 LLama2

Image source: Zhao et al. "A survey of large language models." arXiv preprint arXiv:2303.18223.
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NLIs in the Age of Large Language Models

Paradigm shift: unified architecture, task generalization, instruction following

Semantic Parsing

Which players did win the

Australian Open?

Question Answering

Greece held its last Summer
Olympics in which year?

Data-to-Text Generation

Describe the table result. +

Fact Verification

Canada obtained 3 more
gold medals than Mexico.

Dialogs
| am looking for a cheap

restaurant in the city center.
Book a table for 8 at 18:30 on

Thursday.

Structured Knowledge

UnifiedSKG

SQL/SPARQL/s-Expression

SELECT T1.name

FROM players AS Tl JOIN matches AS T2
ON Tl.id = T2.winner_id

WHERE T2.Tourney = “Australian Open”
Answer set

2014
NL description

In 1970, Hawaii's population mainly
consists of 38.8% White and
57.7% Asian, Native Hawaiian...

Boolean
False

Multi-turn SQL-like programs

(pri P, )

(pri P,
name=Dojo Noodle Bar,
people=8, time=18:30,
day=Thursday)

UnifiedSKG (Xie...Yao et al., 2022)
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NLIs in the Age of Large Language Models

Paradigm shift: unified architecture, task generalization, instruction following
S Paradigm shift in how humans interact with NLIs

Task Input
8 @ A e
@), as nput
- Task Output = : @

Explanation

@)
e - > 2 Feedback
o — Output @
V o gUdrst nding (LU) g TaSK

AR (IR (NLG) ‘‘‘‘‘‘‘ b
. o p)
ic Frame
o POV T s X o X o Xgmeog ||| quest_movie

"’ — pRTRA Task-agnostic, multi-turn interactions
o ( e }' & Broader application areas
ysfem Action, (oM) ga kend

Policy

- 1 request_location
T Do LLMs interact well with humans?
(Lietal., 2017) .
How to deal with the $ cost of
No interaction, or task-specific interaction frequent queries to LLMs?
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This Talk: Building NLIs in the Age of LLMs

Topic 1: Modeling Language Feedback in

Human-NLI Interacti

on

(Task: Text-to-Code Generation)

What are the top 3 candidate:

highest support rates?

Lons‘aeua«a support_rate LandzameJD

Question]

(Schema)

A

Sure! I'm getting results by the following steps:

Step 1: find the consider rate in candidate table ordered descending by consider rate
(Explanation)

Step 2: only show the first 3 rows of the results
Does it sound good to you?

(Initial Logical SELECT consider_rate FROM candidate
Form Prediction) ORDER BY consider_rate Desc LIMIT 3

consider rate is wrong . Take support rate in place of it .
& (Feedback)

Sure! I'm getting results by the following steps:

Step 1: find the support rate in candidate table ordered descending by

Does it sound good to you?

support rate.
(Explanation)

(Corrected Logical SELECT support_rate FROM candidate
Form Prediction) ORDER BY support_rate DESC LIMIT 3

E It seems right. Thanks!

E Step 2: only show the first 3 rows of the results.

Feedback-driven.
Error Correction |

Topic 2: Saving the Monetary Cost of
LLM API Usage
(Task: Arithmetic/Symbolic/etc. Reasoning)

Final Answer
A=A"

Arﬁvwver =
oy @ A cme o
Weaker i @ ) F"EI énivsyer
| LLM =
y Stronger
~ L™
Average
0.92 v 00
:_:g'o.9o v
2 0.88
: 0.86
<
E 0.84
0.82 &
Lo
0.2 0.4 0.6 0.8 1.0

Relative Cost
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This Talk: Building NLIs in the Age of LLMs

Topic 1: Modeling Language Feedback in Topic 2: Saving the Monetary Cost of
Human-NLI Interaction LLM API Usage
(Task: Text-to-Code Generation) (Task: Arithmetic/Symbolic/etc. Reasoning)

What are the top 3 candidate:

highest support rates? Ed‘ support_rate Lmzaa.e,m Final Ansvu\;er
& Question| (Schema) A = A

Sure! I'm getting results by the following steps:

LLM Cascade

Answer

Decision Maker s

Final Answer
Step 1: find the consider rate in candidate table ordered descending by consider rate -
Step 2: only show the first 3 rows of the results (Explanation) - Stronger
Does it sound good to you? ” LLM

(Initial Logical SELECT consider_rate FROM candidate
Form Prediction) ORDER BY consider_rate Desc LIMIT 3

Average
’ - ; . ' v .
consider rate is wrong . Take support rate in place of it . i 0.92
(Feedback) ! - v *
A |
! § 0.88
Sure! I'm getting results by the following steps: H < 0.86
Step 1: find the support rate in candidate table ordered descending by support rate. H E 0.84
Step 2: only show the first 3 rows of the results. (Explanation) H 0.82 o>
Does it sound good to you? o ! Lo
(Corrected Logical SELECT support_rate FROM candidate 0.2 0.4 N 0.6 0.8 1.0
Form Prediction) ORDER BY support_rate DESC LIMIT 3 ) Relative Cost

;
& Feedback-driven:

Error Correction !

8
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Feedback-driven Human-NLI Interaction

e Humans naturally provide feedback while interacting with NLIs
o e.g., “You should not do this; the result is not what | asked for!”

e Gap: existing NLIs are rarely evaluated with human interaction
o Need more practical assessments, i.e., when NLIs can interact with humans
o Feedback understanding and incorporation: not an easy task for LLMs!

(Yao et al., 2019)

oo ™ Nointeraction Ml MISP interaction Evaluating Human-Language Model Interaction
091 P, =
0.88 | )
§ 0.78 0.80 Mina Lee Megha Srivastava Amelia Hardy John Thickstun Esin Durmus ersy,
5 0.75 —— Ashwin Paranjape Ines Gerard-Ursin$ Xiang Lisa Li  Faisal Ladhak ce
é Frieda Rong Rose E. Wang Minae Kwon Joon Sung Park Hancheng Cao
0.63 0.62 | Tony Lee Rishi Bommasani Michael Bernstein Percy Liang o Prg
< N
?-‘5\4) « oy, Ss
050 | TEEEEISSE—S SSSeeesss Stanford University $Imperial College London ) RO it ur
SQLNet SQLova O . o
: ... or Overestimate”
Underestimate?
9
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Semantic Parsing

e Translating a natural language (NL) question/command to its logical meaning

representation
o e.g., NL-to-SQL parsing for database querying
o  Other applications: robotics (NL-to-LTL), knowledge base query (NL-to-Lambda
Calculus), Al-assisted programming (NL-to-Python/Java/C/...)

In 2017, how many
women were diagnosed
with female breast cancer?

—

{-\ non-technical user
(e.g., physician)

text-to-SQL
SELECT COUNT (*)

semantic parsing
FROM US_Cancer_Stats

WHERE Year=2017 AND
Sex="Female” AND

1& Type="“Female Breast”
250, 520. ||_ _,I )

(Zhong et al., 2017; Yu et al., 2018)
https://gis.cdc.gov/Cancer/USCS/DataViz.html 10
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Interactive Semantic Parsing/Code Generation

e Semantic parsing with humans proving clarification and corrective feedback

[ Hi! What task do you
want to do?

g/record to evernote ]
~

o

e [Which event triggers it?
If | like a tweet ¢
~
—

[What action results from it?

E/Create a note with link |
~

o

Confirmation

OK. | will execute this recipe:

Trigger: Twitter - new liked tweet by you
Action: Evernote - create a link note

User
Feedback

\ ek

‘high-level policy 7" (g; s)

low-level
policy i

g, (@ 9)

(Yéo et al,,
2019) Text-

to-IFTTT

MISP Agent

Environment

ystem Uncertainty)

\X Percept | ]

World Model [«-+——=--—, :

User Interaction No. Player Nationality ~School/Club Team | ; : : ;

25  Aleksandar Radojevi¢ Serbia Barton CC (KS) i ‘; E User v:

5 Jalen Rose United States Michigan C Error Detector ;‘ E Intent ';

: ) | i1

. | Action ! . ! 1 :

uiow many schools or teams had jalen rose? ] 3 i Question ! H |

! Actuator |- ="~~~ d

& What condition does "jalen rose" imply?= *----- .../ O SR
s’

Does the system need to consider any conditions about
the table attribute "School/Club Team"?

I'm confused. 2 Please help me out! Should | consider
conditions about any of the following table attributes?
(1) "Player" (2) "Nationality" (3) "Position" (4) None of

the above options.

&

&

System
Explanation

2
keyouk@uery result: 1. Executed SQL query: (Yao et al.,
SELECT COUNT (School/Club Team) WHERE Player="jalen rose" 2019&20)
A general
Question = "How many schools or teams had jalen rose?"
SQL query: % framework,
SELECT COUNT (School/Club Team) WHERE School/Club Team ... H
SELECT COUNT (School/Club Team) WHERE Player ... J Showcased In
Feedback Collection| Text-to-SQL

Human-LLM Interaction via Language Feedback
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Interactive Semantic Parsing/Code Generation

e SPLASH dataset by Microsoft Research: text-to-SQL with natural language
(NL) feedback

8 Find all the locations whose names contain the
word "film"

finding the Address of Locations table for which
Location_Name contains "film" SySte m
Address Explanation

The data bottleneck:
Costly and model-

770 Edd Lane Apt. 098

14034 Kohler Drive
dependent feedback User's C :
c 8 Address is wrong. I want the name of the ser’s Corrective
annOtatlon locations Feedback in NL

finding the Location Name of Locations table for
which Location Name contains "film"

Location Name
Film Festival
Film Castle

(Elgohary et al., 2020)
12
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4%\ THE UNIVERSITY
NV of EDINBURGH

Learning to Simulate Natural Language Feedback for
Interactive Semantic Parsing

zzzzzz

MR Yintao Ta|M§’ Sidal. Wang®  Scott Yih®  Ziyu Yad"™*

Hao Yan

Srivastava

ACL 2023
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Learning to Simulate Natural Language Feedback

e Idea:
o  Build a simulator with small-scale feedback annotations
o  Apply the simulator to generate large-scale synthetic feedback for model training

Initial Question

& Contextual Info l

Incorrect Code ) I Natural Language
& Explanation Feedback Feedback

Simulator

Correct Code
(accessible for —»
simulation only)

14
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Learning to Simulate Natural Language Feedback

Simulated Feedback

e The importance of task representations =

[Feedback Simulator]
(“prompt engineering”): ‘X’
o CWQES: Simply include the Correct I usston)] Q [explanation] E [schema] §
and Wrong code Snippets as input_ E True & Predicted L-o-g;c_ai Form ~~"==---_______
%orrect+Wrong LF: ‘\\
O DQES Inspired by NL-Edit (EIQOhary [true] SELECT support_rate FROM candidate ORDER BY
et al. 2021), feed the EDits of revising FROM candicate ORDER BY congider_rate Deso LIVIT 3
the incorrect code snippet into the EDits:
COI’reCt one. <select> add support rate </select> <select> remove

consider rate </select> <orderBy> add support rate
</orderBy> <orderBy> remove consider rate </orderBy>

o TQES: Verbalize the edits using

Template Feedback:
Templates.

in step 1, find support rate in place of consider rate .

order the results by support rate in place of support
rate .

N J
15
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Evaluating the Faithfulness of the Simulated Feedback

e f[aithfulness: Does the simulated feedback " (Template) _Alignment Matrix A
precisely reflect the user intent of error find ]
. Reference
correction? (Template) support
g . —1 >
o  Traditional metrics such as BLEU Fee‘;,bac" S| rate Foedback
(Papineni et al., 2002) cannot measure it E | Evaluation
: —>
o  More recent metrics such as BERTScore E place S(S;P'g)
(Zhang et al., 2019) are too generic Candidate of ’
FeedbackT> consider
e Our approach: fine-tuning BERTScore with ¢ ate
contrastive examples T 0@ Bette v 20920
o Template feedback as reference . (Candidat) J
M N
Metrics | MRR (dev) Human s(T,C) = l(i ZmaxA + - ZmaxA )
b 2 M n nm N m nm
BLEU 0.57 0.03 m=1 n=1
BERTScore 0.55 0.08
Our Evaluator 0.88 0.19

16
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Evaluating the Faithfulness of the Simulated Feedback

BERTScore Ours

1.0
use 0789 0838  0.859 0350  0.399 0221 0168 0340 0330 0361 0401 0105 0304 0146 0016 0105  0.385
treatments treatments{ 0.183 0162 0145  0.203 0133 0093 0146 0141 0278 0069 0104 -0.003 0080 0017 0114
table : table{ 0133 0122 0124 0149 0101 0119 0116 0105 0122 0017 0037 -0028 0039 0051 0129
inq1 0.083 0.032 0.052 0.025 0.021 0.063 0.074 0.065 0.037 0.057 0.018 0.040 0.028 0.024 0.041 0.080
place place{ 0.028 0.015 0.017 -0.020 -0.039 0.026 0.029 0.015 0.002 -0.016 0.053 -0.000 0.032 0.050 0.048 0.038 0.8
of{ 0190 0168 0227 0256 0146 0174 0171 0162 0147 0220 0066 0356 0096 -0.001 0091 0188
breeds .76 breeds { -0.061 -0.075 -0.088 -0.049 0.188 0.077 -0.110 -0.085 -0.053 -0.029 -0.045 -0.001 -0.019 0.061 0.120 -0.093
table S . table4{ 0.119 0.100 0.145 0.146 0.107 0.125 0.128 0.094 0.148 -0.009 0.072 0.017 0.043 0.049 0.125
.1 0356 0253 0360 0341 0131 0180 0419 0302 0278 0312 0065 0226 0111 0071  0.088
0.6
(Tru ncated for — (Truncated for
i Demonstration)
number DemonStratlon) 0.724 number4{ 0.039 0.037 0.023 0.000 0.003 0.033 0.0 S I I - _.046 0.086 0.034 0.066 -0.004
of 0.805 0.842 .836 0. ) ) of{ 0.229 0.167 0.293 0.320 0.183 0.201 0.230 0.224 0.176 0.208 0.089 0.427 0.098 0.045 0.105 0.240
ows 0.800 0.746 rowsq{ -0.032 -0.023  -0.026 0.003 0.174 0.069 -0.030 -0.005 -0.033 0.012 -0.025 0.000 0.023 0.065 0.005 -0.034
0.754 0.808 0.809 0.352 0.271 0.368 0.353 0.150 0.212 0.427 0.320 0.294 0.287 0.086 0.240 0.132 0.083 0.123 0.613
T —L oo
& © P P & ¢ ¢ & s ®
& < 3 &
2 <
&
candidate (tokenized) candidate (tokenized)

Human-LLM Interaction via Language Feedback



Exam ple Model | BLEU BERTScore Our Evaluator

CWQES | 0.132 0.881 0.491
DQES 0.134 0.882 0.518
TQES 0.125 0.884 0.535

Easy Example from SPLASH-dev

Question: How many dogs went through any treatments?

Correct Parse: SELECT count(DISTINCT dog_id) FROM treatments

Wrong Parse: SELECT count ( * ) FROM breeds

Explanation: find the number of rows in breeds table

Template Feedback: use treatments table in place of breeds table . find number of different dog id in place of number of rows .
Human Feedback: Change breeds table with treatments table .

Simulated Feedback & Evaluation Results

CWQES you need to use treatments table in place of breeds table .
BLEU: 0.308, BERTScore: 0.876, Ours: 0.468

DQES you need to uge treatments table and search for the number of distinct dog id .
BLEU: 0.063, BERTScore: 0.879, Ours: 0.528

TQES you need to use treatments table and also find the number of distinct dog id .

BLEU: 0.065, BERTScore: 0.889, Ours: 0.529

18
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Experimental Results

e “Low data” experiment: train a simulator with a small amount of feedback

annotations, and apply it to synthesize more for model training
o Text-to-SQL. Performance on error correction based on feedback.

“ Corr Acc. (%) " Progress (%)
—4— K% SPLASH
35
) ° —h— K% SPLASH +
20 (100-K)% template feedback
» 0 K% SPLASH +
20 . (100-K)% our simulated feedback
15
10 0
5 -60
0 -80
5 10 15 20 5 10 15 20
K% K%

19
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Experimental Results

40
35
30
25
20
15

10

“‘Low data” experiment: train a simulator with a small amount of feedback

annotations, and apply it to synthesize more for model training
o Text-to-SQL. Performance on error correction based on feedback.

Corr Acc. (%) " Progress (%)

upper bound using full SPLASH: 31.15 A0 o e e e g e o e e

5 10 15 20 5 10 15 20
K% K%

Human-LLM Interaction via Language Feedback

K% SPLASH

—h— K% SPLASH +
(100-K)% template feedback

K% SPLASH +
(100-K)% our simulated feedback

Takeaway: Simulator is
promising to augment
feedback learning.

20




Discussion

e While we were working on the project (late 2022), ChatGPT came out...

e Are problems solved with ChatGPT?
o If it does, this feedback simulator is not necessary:(
o However, NO! Feedback modeling is not trivial even for ChatGPTI
o  Could be even more challenging with real human users, e.g., humans may not fully
understand the code explanation

Thomas LaToza"™™*

Work in Progress, 2024 o
Human-LLM Interaction via Language Feedback

ZNLE
MASON

Hao Yan




(Work in Progress)

Interactive Code Generation w/ ChatGPT-3.5

e Focus: non-professional programmers who have basic knowledge of
computation and mathematics but are not professional in programming

e \ery painful for them to interact with vanilla ChatGPT for programming
o Users cannot understand or verify complicated code (they are not professional!)
o  Unstructured, back-and-forth queries for code explanation lead to frustration

e Experimental tasks: text-to-SQL and Python code generation

22
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Text-to-Python

Text-to-SQL

°Testlnput
e ing Expected

Code Generation

Expected Output

o Execution Results

tput Actual outputs by run

put of tests Expected outputs g the answer code against tests

lloveyouthreethousand1143553000
AvengersAssemblel24
Itsourpathtoseethingsdothings11121314151617

'lloveyouthreethousand1143553000'
'‘AvengersAssemblel24
'Itsourpathtoseethingsdothingsi1121314151617'

move_num('lllovel43youS5three3000thousand')
move_num(‘Avengersi24Assemble’)
move_num('ltsTlour12pathi3tol4seelSthingsledol7thi
ngs')

) Chatbot

Write a function to move all the numbers in it to the given string.

| generated a code that cannot pass all test cases. Can you tell me what is wrong with my code? Here is the description of my code:

LLM-Generated
Code Explanation

This program takes a string as input and separates the numbers and characters from the string. It then sorts the numbers in ascending

order and returns a new string with the characters followed by the sorted numbers.

The execution results is shown on the top right.

User NL Feedback

You do not need to sort the number.

I've finalized my answer baed on your inputs. Here is it:

def move_num(string):
nums = []
chars = []
for char in string:
if char.isdigit():
nums . append(char)
else:

chars.append(char)

Complete



Takeaway: still many

User Study Results challenges for LLMs serving
as interactive NLIs!

e Overall, how does our system help users in programming?
o Double the success rate of vanilla ChatGPT-3.5, but still large room for improvement (20% for
SQL and 50% for Python)

e Can users identify potential problems from our code explanation?
o Yes but not always, for ~50% (SQL) and ~80% (Python) of the incorrect generations

e How do users provide NL feedback when they identify problems?
o  Direct instruction for error correction (58% for SQL and 70% for Python), question rephrasing,
or step-by-step instructions

e Can the LLM understand the user feedback and successfully incorporate it for error

correction?
o  Still very challenging! e.g., 35% (SQL) and 65% (Python) success rates for “direct instruction
for error correction” feedback type

24
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Open Research Problems

e Future of human-LLM interaction
o How to prompt LLMs to generate explanations that are helpful to users?
o  Psychological problems, e.g., cognitive bias, sycophancy (Wei et al., 2023)
o  Personalization requires modeling users beyond their feedback

e Improve human feedback following
o  Many efforts on instruction following (Webson and Pavlick 2022; Jang et al., 2022)
o Being more challenging given the huge language variation of human feedback

e Benchmark for human-LLM interactions
o  Still an understudied field. Recent work: MINT (Wang et al., 2023)
o  Our work characterized how humans express feedback in Al-assisted programming

25
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This Talk: Building NLIs in the Age of LLMs

Topic 1: Modeling Language Feedback in Topic 2: Saving the Monetary Cost of

Human-NLI Interaction LLM API Usage
(Task: Text-to-Code Generation) (Task: Arithmetic/Symbolic/etc. Reasoning)

What are the top 3 candidate: i
highest support rates? Ed‘ support_rate Lammm,m Final Ansvu\;er
Question| (Schema) A = A

A

Sure! I'm getting results by the following steps:

LLM pascade Answer
Decision Maker As

Final Answer
8

‘ . o ) . Weaker j —> A—A
Step 1: find the consider rate in candidate table ordered descending by consider rate -
Step 2: only show the first 3 rows of the results (Explanation) . Stronger
Does it sound good to you? ” LLM
(Initial Logical SELECT consider_rate FROM candidate 2
Form Prediction) ~ ORDER BY consider_rate Desc LIMIT 3 [0 0] A
verage

H consider rate is wrong . Take support rate in place of it .
! & (Feedback)

Sure! I'm getting results by the following steps:

Step 1: find the support rate in candidate table ordered descending by support rate.
Step 2: only show the first 3 rows of the results. (Explanation)

Does it sound good to you?

(Corrected Logical SELECT support_rate FROM candidate @ . ' N 0.6
Form Prediction) ORDER BY support_rate DESC LIMIT 3 ) Relative Cost

s ;
& Feedback-driven

Error Correction !

26
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The Trade-Off between LLMs’ Cost($) and Performance

e More powerful, but also more expensive, LLMs
o E.g., GPT-4 vs. GPT-3.5-turbo

Model Input Output

8K context $0.03 / 1K tokens $0.06 / 1K tokens GPT-4 20X $ for input

32K context $0.06 / 1K tokens $012 /1K tokens 30x $ for output
More powerful

Model Input Output but less

GPT-3.5- affordable!
4K context $0.0015 / 1K tokens $0.002 / 1K tokens turbo
16K context $0.003 / 1K tokens $0.004 / 1K tokens

https://openai.com/pricing

How can we save $ without sacrificing task performance?

(Focus: Reasoning tasks)
27
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https://openai.com/pricing

D'fG!, Sk == Microsoft YIRGINIA

LLM Cascades with Mixture of Thought
Representations for Cost-Efficient Reasoning

gy it b 11

-
-,

p SRR N

Murong Yue"™“®  Jie Zhao" Min Zhang Liang Du” Ziyu Yao

S
ZNLE
MASON

ICLR 2024

28
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] Frugal GPT: How to Use Large Language Models
LLM Cascades for COSt SaV| ng While Reducing Cost and Improving Performance

Lingjiao Chen, Matei Zaharia, James Zou

Intuition: easy questions can be handled by Stanford University

relatively weaker (and cheaper) LLMs to save $. dfseciﬁ-,ifgn?ilﬁgﬁeﬁiida% ;e;‘;‘v’fér

Do not work for Reasoning

Flnal Answer

Answer Accept
Q“e"y @ LLM Cascade
9 . .
Decision Maker AnSWGr
Weaker Flnal Answer

LM Reject A= AS

I Stronger
> LM

Final cost: C' = C% + C¢ + Lreject C°
Extreme cases: only weaker LLM or only stronger LLM
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Reasoning with Thought Representations

DATE (BIG-Bench Collaboration, 2021)
Chain of Thought (CoT; Wei et al., 2022) & 4 )

Program of Thought (PoT; Chen et al., 2022, t%:ngr(:ggvlisn ﬁwggﬁff(ff 1937. What is the date
Gao et al., 2022) '
(CoT) Explain: Today is the Christmas Eve of 1937, so today
GSM8k (Cobbe et al., 2021) is 12/24/1937.
é ) Today is 12/24/1937, the date tomorrow is 12/25/1937.
Q: Arobe takes 2 bolts of blue fiber and half that A: 12/25/1937
much white fiber. How many bolts in total does
it take? (PoT) # Write Python Code to solve the following questions.
o from datetime import date, timedelta
A (CoT): It takes 2/2=1 bolt of white fiber. So the from dateutil.relativedelta import relativedelta
total amount of fabric is 2+1=3 bolts of fabric.
ans=3 # Q: Today is Christmas Eve of 1937. What is the date
tomorrow in MM/DD/YYYY?
A (PoT): # today is Christmas Eve of 1937, then today is 12/24/1937
# Python code, return ans today = date(1937, 12, 24)
bOltS_Of_blue_ﬂber =2 # tomorrow
bolts_of white_fiber = num_of blue_fiber /2 date_tomorrow = today + relativedelta(days=1)
ans = bolts_of blue_fiber + bolts_of white_fiber # The answer formatted with %m/%d/%Y is
\ ~ ans = date_tomorrow.strftime('%m/%d/%Y")
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This Work: Answer Consistency-based Decision Making

e Idea: if the weaker LLM is uncertain about an answer, the question could be
too challenging for it to solve

e How to measure an LLM’s certainty on an answer?

o  See how often it samples the same answer to the given question
o Same idea as “Self Consistency (SC)” (Wang et al., 2023)

e Questions:
o Where to sample the answers for better judgment?
o How to quantify the answer consistency?
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Maijority w
A

S Consistency
e \/ote-based decision making,

Measure
e el Immmmmmmmmmm - mm e Y wgAccept
sampling from ‘(@

Reject

Approaches a7 Ay

o a single thought representation Vote-based
o  a single demonstration set -
2 i—1 Lap=av
e A S = -
Q: A robe takes 2 bolts of blue fiber and half that K
much white fiber. How many bolts in total does
it take?

A: It takes 2/2=1 bolt of white fiber. So the total
amount of fabric is 2+1=3 bolts of fabric. ans=3 |—p —» Sampled K answers

Weaker
... (M shots of CoT examples) LLM

Q: Test question
A:
\§ J

Method: CoT-1D-Vote
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CoT-1D-Vote E Aw
w ! V t
Approaches A7 o .
PoT-1D-Vote : Consistency
. . . AV AY : 7 Measure
e \ote-based decision making, . i
e el Immmmmmmmmmm - mm e Y wgAccept
sampling from TP
o a single thought representation Vote-based
o  a single demonstration set -
e a § = 2zt ﬂAE”:A“’
Q: Arobe takes 2 bolts of blue fiber and half that B K
much white fiber. How many bolts in total does
it take?
A:
# Python code, return ans o — Sampled K answers
bolts_of blue fiber =2 Weaker
bolts_of white_fiber = num_of_blue_fiber /2 ffMe

ans = bolts_of blue_fiber + bolts_of white fiber
... (M shots of PoT examples)

< Test question Method: PoT-1D-Vote
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Approaches

Consistency

. . w w AW AW A M
e \/ote-based decision making, Ak 1 AT 2K ki
1 ISeoooooooooo0ooooooo Y wpAccept
sampling from <> ..
o  asingle thought representation Vote-based
o Two demonstration sets K
. doici Law—aw + 30,72 Tay —guw
- K+ K»
Q: Arobe takes 2 bolts of blue fiber and half that much
white fiber. How many bolts in total does it take?
C— A: It takes 2/2=1 bolt of white fiber. So the total amount of Samp|ed K1
m |:> fabric is 2+1=3 bolts of fabric. ans=3 e —>
Weak answers
... (M shots of CoT examples from Set 1) Leav'er
Q: Test question
Ao Sampled
N J K1+K2
a Manny had 3 birthday cookie pies to share with his 24 ) answers
classmat(_as and his teacher, Mr. Keith_. - Sampled K2 /
W [> A: There is a total of 3 x 10 = 30 cookie slices... ans =4 = P angwers
... (M shots of CoT examples from Set 2) Weaker
Q: Test question LLM
LA ) Method: CoT-2D-Vote

(Similarly for PoT-2D-Vote) 35
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Approaches

e \ote-based decision making,

Consistency
Measure

1 et ettty Y wgAccept
sampling from MoT- 1°.’2D-.'V°te <>
/] /) VA A ejec
o  Two thought representations Vote-based
o a single demonstration set K
9 oo iz Bay—av +2 5 Tag—av
p K + K>
Q: A robe takes 2 bolts of blue fiber and half that much
white fiber. How many bolts in total does it take?
— A: It takes 2/2=1 bolt of white fiber. So the total amount of Samp|ed K1
m |:> fabric is 2+1=3 bolts of fabric. ans=3 e —_—
Weak answers
.- (M shots of CoT examples from Set 1) LefMer
2_. Test question Sampled
- - K1+K2
(" Q: Arobe takes 2 bolts of blue fiber and half that much ) answers
white fiber. How many bolts in total does it take?
< A | Sampled K2
m # Python code, return ans ’
' g answers
...ans = bolts_of blue_fiber + bolts_of white_fiber Weaker
LLM
.. (M shots of PoT examples from Set 1) Method: MoT-1D-Vote

.Q: Test question in - ”
\_A: ) Mixture of Thought” 36
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Approaches

Consistency
Measure

e \/ote-based decision making, 21K,
----------------------------------- Y wgAccept
sampling from MoT- 1°.’2D-.'V°te <>
/] /) VA A ejec
o  Two thought representations Vote-based
o) ' K
Two demonstration sets ) )Drh PTTIE 3 3 PO
p K + K>
Q: A robe takes 2 bolts of blue fiber and half that much
white fiber. How many bolts in total does it take?
— A: It takes 2/2=1 bolt of white fiber. So the total amount of Samp|ed K1
m |:> fabric is 2+1=3 bolts of fabric. ans=3 e —_—
Weak answers
.- (M shots of CoT examples from Set 1) LefMer
2:: Test question Sampled
- - K1+K2
a Manny had 3 birthday cookie pies to share with his 24 ) answers
classmates and his teacher, Mr. Keith. ...
A’ A: —_ @ _’Sampled K2 /
m # Python code, return ans answers
...ans = total_cookie_pies - total_person_count Weaker
LLM

.. (M shots of PoT examples from Set 2)

Q: Test question

A

Method: MoT-2D-Vote
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. Weaker LLM: GPT-3.5-turbo
Experimental Results Stronger LLM: GPT-4
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Experimental Results
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Diversify Thought Representations for Uncertainty Measurement

e Mixture of Thought (MoT) introduces diverse “opinions”, similar to model

ensemble, which helps uncertainty measurement

rQuestion: Blake and Kelly are having a contest to see who can run the most in 15 minutes. They decide to do it on a football field that is 100 )
yards long. Blake runs back and forth 15 times. Kelly runs back and forth once, and then decides that she doesn't want to run next to Blake, so
§he starts to run to the 40-yard line and back. She does this 34 times. How much farther does the winner run than the loser?

~
Black runs 200 yards for each back and

forth because...He runs 3000 yards in total
because...Kelly runs 200 yards at first
because 100 x 2 = 200. She runs 80 yards
each time she does a back and forth to the
40-yard line because... She runs 2720 from
these back and forth. She runs 2920 in total
because...The winner ran 80 yards more

because 3000 - 2920=80.
N\

Answer: [...(Ignored)] Kelly runs to the 40-
yard line and back 34 times, so she runs
34*80=2720 yards. Thus, Blake runs 3000-
8720=280 yards farther than Kelly. )
J Cot2 | .
Answer: [...(Ignored)] Kelly runs 34 x (40 x 2)
= 2720 yards. Blake runs 3000 - 2720 = 280

yards farther than Kelly.
.

J

J

~
# Python code, return ans

[...(Ignored)]

distance covered by kelly =
(length of football field *
num of laps for kelly * 2) +
num of laps for kelly * 2)
ans = abs(distance covered by blake
- distance covered by kelly)

(40 *

\ (Answer via Python execution: 6520.0))

[ Logic Generation Error

[ Value Grounding Error
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Diversify Thought Representations for Uncertainty Measurement

e Mixture of Thought (MoT) introduces diverse “opinions”, similar to model

ensemble, which helps uncertainty measurement
o  Applies to factual reasoning tasks as well

Question | Golden ]

A curling iron is a tool used to make the hair curly using

Is a curling iron heat. The sport of curling requires curling brooms, stones
necessary in curling? (rocks), and curling shoes. A curling iron is not necessary
in curling.
PoT
COT H H " H n
necessary_equipment_for_curling = ["curling stone",
Yes, a curling iron is necessary for “curling broom’] _ . o .
curling as it is the tool used to create equipment_used_in_curling_with_curling_iron = ["curling
curls in the hair. iron’] o _ _ Dataset: StrategyQA
ans = ("curling iron" in necessary_equipment_for_curling)

(Geva et a., 2021)
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Other Findings

e Decision-making based on textual hints (e.g., FrugalGPT)?
o Takeaway: it is very challenging to distinguish between easy and hard questions
solely based on textual hints

e How weak can the weaker LLM be?
o  Experiments using LLAMA2 13B
o Takeaway: if an LLM is too weak, it won’t contribute to the cost saving, i.e., all
questions will eventually be passed to the stronger LLM

e Can outputs from the weaker LLM be hints to improve the stronger LLM?
o No, and they actually confuse the stronger LLM
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Discussion & Future Work

e LLM Uncertainty: Does an LLM know when it doesn’t know?
o Many discussions (Kadavath et al., 2022; Xiong et al., 2023; etc.)
o  We showed the promise of mixing thought representations w/ vote-based metric
o Generalize to tasks where we cannot vote? (e.g., text generation)

e Ensemble of multiple LLMs/LLM-powered agents
o  Similar synergy between CoT and PoT: e.g., model selection (Zhao et a., 2023),

fine-tuning (Yue et al., 2023)
o  Generally speaking, tasking a cohort of LLMs, e.g., weaker vs. stronger, in-house
vs. closed API, domain-specific vs. domain-general, etc.
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This Talk: Building NLIs in the Age of LLMs

Topic 1: Modeling Language Feedback in Topic 2: Saving the Monetary Cost of
Human-NLI Interaction LLM API Usage
(Task: Text-to-Code Generation) (Task: Arithmetic/Symbolic/etc. Reasoning)

What are the top 3
highest support rates?

on: X
& Question] (Schema) Fmal Answer

nzwer Accept
Quer ¥ | LLM Cascade
Sure! I'm getting results by the following steps: y —> Decision Maker Answer
Step 1: find the consider rate in candidate table ordered descending by consider rate Ki R t Fmal Answer
: Wea er ejec
Step 2: only show the first 3 rows of the results

(Explanation)
Does it sound good to you?

> Stronger

(Initial Logical  SELECT consider._rate FROM candidate 2
Form Prediction) ~ ORDER BY consider_rate Desc LIMIT 3 m

E consider rate is wrong . Take support rate in place of it . ] H
: & (Feedback) : Average
: : ” ks

] : 0.92 .
1 Sure! I'm getting results by the following steps: H Z 0.90 v
H ' [
E Step 1: find the support rate in candidate table ordered descending by support rate. H E 0.88
! Step 2: only show the first 3 rows of the results. (Explanation) 1 & 0.86
E Does it sound good to you? o H 5 0-84
! (Corrected Logical  SELECT support_rate FROM candidate m L
' Form Prediction) ORDER BY support_rate DESC LIMIT 3 0.82 &
<

It seems right. Thanks! 02 04 06 0.8 1.0
: & Feedback-driven:

Relative Cost
Error Correction !

Building simulators for feedback LLM cascades with Mixture-of-Thought

modeling; still challenges for LLMs as decision-making helps uncertai_n?y
interaciivaiNpe measurement and enables cost efficiency
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New Preprint: LLM Agents for Education

o= Microsoft
Research

e LLM agents simulating students in Accelerating Foundation
collaborative mathematical problem solving Models Research

o A platform for students to practice their
. . Engaging the broader community in reimagining computing research
math modeling skills
o Helping students with limited educational ;;/‘f‘jﬁ';ﬂmﬂw
P 2
resources & HIL
b

Problem Description Data Panel B cwee | B
Martha hopes to sell 500 mugs of soup, each with a white or brown bread roll. She will sell a Martha made a preference A : . .
mug of soup with a bread roll for $1.25. She can buy the soup in 2.5 liter. Each bottle of soup survey and received the Wijdane Mifdal Jamc& CZIhang
costs $5 and provides ten servings. Bread rolls are sold in packs of 10. Each pack costs $2. To following 40 responses: (AI/LLM) ( )

better meet the requirement, she made a preference survey. The response cards are shown in
the left Data Panel. What exactly should Martha buy so that she can make the most profit?

3

Alice E%;} Hi guys, we should think about which flavors are popular to avoid wasting any soup.

Bob e(g) I agree! Let's say she decides on those flavors! Now how do we decide which flavor to buy?

That's exactly what the survey responses told us! I counted it a bit. Among 40 people, 15 pick
tomato and 15/40=0.375. So I think it says 0.375% people like tomato!

Charlie @8:3

Ziyu Yao Jenn Suh

> (AI/LLM) (MathEdu)

Skip

7
Send

Human Wait, did you count it right? I found 16 tomato actually... and the percentage should
Student & be multiplied by 100!
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